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Abstract. The North American Breeding Bird Survey (BBS) provides data that can be used
in complex, multiscale analyses of population change, while controlling for scale-specific nui-
sance factors. Many alternative models can be fit to the data, but most model selection proce-
dures are not appropriate for hierarchical models. Leave-one-out cross-validation (LOOCV),
in which relative model fit is assessed by omitting an observation and assessing the prediction
of a model fit using the remainder of the data, provides a reasonable approach for assessing
models, but is time consuming and not feasible to apply for all observations in large data sets.
We report the first large-scale formal model selection for BBS data, applying LOOCV to strati-
fied random samples of observations from BBS data. Our results are for 548 species of North
American birds, comparing the fit of four alternative models that differ in year effect structures
and in descriptions of extra-Poisson overdispersion. We use a hierarchical model among spe-
cies to evaluate posterior probabilities that models are best for individual species. Models in
which differences in year effects are conditionally independent (D models) were generally
favored over models in which year effects are modeled by a slope parameter and a random year
effect (S models), and models in which extra-Poisson overdispersion effects are independent
and t-distributed (H models) tended to be favored over models where overdispersion was inde-
pendent and normally distributed. Our conclusions lead us to recommend a change from the
conventional S model to D and H models for the vast majority of species (544/548). Compar-
ison of estimated population trends based on the favored model relative to the S model cur-
rently used for BBS summaries indicates no consistent differences in estimated trends. Of the
18 species that showed large differences in estimated trends between models, estimated trends
from the default S model were more extreme, reflecting the influence of the slope parameter in
that model for species that are undergoing large population changes. WAIC, a computationally
simpler alternative to LOOCV, does not appear to be a reliable alternative to LOOCV.

Key words: Bayesian analysis; bayesian predictive information criterion; hierarchical models; leave-one-out
cross-validation; model selection; NorthAmerican Breeding Bird Survey;Watanabe/Akaike information criterion.

INTRODUCTION

The North American Breeding Bird Survey (BBS)
provides count data used to monitor population change
for over 500 species of birds (Pardieck et al. 2019). The
survey, in which data are collected annually by skilled
observers on preestablished survey routes, began in 1966
in the eastern United States and has expanded in size
and geographic extent (Sauer et al. 2013). By 2018, the
BBS database contained information from 5,745 routes
across the contiguous United States, Alaska, and
Canada, of which ~3,000 are surveyed annually. Addi-
tional survey routes have been established in Mexico,
but are not routinely analyzed due to limited data.
The BBS is the only source of information on popula-

tion change for most North American bird species and
is the primary data source for conservation status assess-
ments (Rosenberg et al. 2016) and State of the Birds

Reports (North American Bird Conservation Initiative
2016). The United States Geological Survey (USGS)
publishes estimates of population change at a variety of
spatial scales, with results published via yearly website
updates (e.g., Sauer et al. 2014). The wide use of these
results is evidenced by over 3,400 published citations of
the USGS website in the last 20 yr.
BBS data present a challenge for analysts. The survey

spans the continent, varies greatly in consistency of cov-
erage over space and time, and is conducted by thou-
sands of observers that vary in skills (Sauer et al. 2013).
Change in observers is an important feature of the data:
the typical BBS observer provides four counts over 5 yr
of service on a BBS route. Observers’ participation dura-
tion on a route has 25th, 50th, 75th, and 90th percentiles
of 1, 5, 12 and 23 yr (Link and Sauer 2016a). Bird spe-
cies differ greatly in life history attributes and geographic
distributions, and these differences also have conse-
quences for statistical analysis.
To accommodate these complexities in the analysis,

many analysts of BBS data use overdispersed Poisson
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regression models, analyzed as Bayesian hierarchical
models (e.g., Sauer and Link 2011). Expected counts are
functions of observer effects and spatially stratified year
effects, which we now describe.
Observer effects are of two sorts, “among-observer”

and “within-observer.” Among-observer effects describe
variation in count rates for different observers under
identical circumstances. Temporal changes in counts
attributable to changes in the pool of observers are well
documented (Link and Sauer 1998); overlooking these
effects biases estimates of population change, typically
leading to positive biases in trends. Within-observer
effects reflect temporal changes in an individual’s counts
that are not attributable to changes in population size.
For example, counts tend to be slightly lower than
expected in an observer’s first year of service (Kendall
et al. 1996) perhaps due to unfamiliarity with the route
and survey. Within-observer effects have been used to
investigate age-related change in counts (Link and Sauer
1998) and experimental changes in count protocols
(Sauer et al. 2019). Exploration of nuisance factors such
as observer differences on counts is a critical component
of BBS analyses, as the field methods of the survey do
not provide for the collection of covariates that could be
used to directly model observer effects on counts (Sauer
et al. 2017b).
Year effects reflect temporal and spatial changes in

population change, the biologically relevant signals in
noisy count data. Year effects are stratified by the inter-
section of states or provinces and Bird Conservation
Regions (BCRs); the BCRs are physiographic regions
that define major habitats relevant for birds across
North America (Sauer et al. 2013). While it is possible to
estimate year effects at the stratum level without further
modeling, estimation is greatly enhanced by the use of a
hierarchical model in which year effects are treated as
random effects. The model currently used by the USGS
(Model S) treats year effects as normally distributed with
linearly trending means on the log scale; the slopes and
intercepts of the regression coefficients, and the residual
variance parameter are allowed to vary among strata,
themselves as random effects.
Model S has the benefit of flexibility, being applicable

to data of widely different quality. 493 of the 548 species
considered in this paper have data for at least 47 of the
50 yr from 1966–2015. Among these, sample sizes range
from 113 to 99,695, means from 0.05 to 83.5, coefficients
of variation from 0.07 to 1.08, and numbers of strata
ranging from 1 to 163. For many species, the data over-
whelm the prior: the fitted trajectory (pattern of popula-
tion of change) is distinctly nonlinear. For species with
weak data, Model S is appropriate for estimation of a
long term pattern of population trend.
Nevertheless, Model S is only one of many, infinitely

many, models that can be fit to BBS data. The ease of
fitting complex models via Markov chain Monte Carlo
(MCMC) means that many models can be considered.
Software for MCMC (e.g., JAGS [Plummer 2003],

R2Jags, [Su and Yajima 2015]) requires nothing more of
the analyst than the specification of models and priors;
existing models are easily tweaked and new results pro-
duced. The merits of alternative models cannot be
addressed on purely subjective grounds, such as interest-
ing patterns in results, nor can a model be viewed as
preferable because of its smaller standard errors, since
the validity of the standard errors depends on the appro-
priateness of the model. Clearly, there is a need for
objective model selection, based on sensibly defined cri-
teria (Chatfield 1995, Burnham and Anderson 2002,
Link and Barker 2006, Hooten and Hobbs 2015).
This paper presents results of the first large-scale for-

mal model selection exercise for the BBS. We compare
four models for 548 species, using data for the period
from 1966 to 2015. The four models are a 2 9 2 cross-
classification of models for year effects and models for
overdispersion. We compared models using the Bayesian
predictive information criterion (BPIC) and evaluated
the Watanabe/Akaike information criterion (WAIC) as a
convenient, computationally fast alternative to BPIC
(Gelman et al. 2014, Link and Sauer 2016b).
We begin by describing a set of four candidate models

for BBS data. These include the model presently used in
the USGS analyses, models with alternative structures
for population change, and models with alternative pat-
terns of overdispersion relative to the Poisson distribu-
tion. Next, we describe the BPIC and WAIC model
selection criteria. Both relate to the posterior predictive
distribution, which is a well-known basis for evaluating
model fit. We provide details on the calculations
involved in our model selection, then describe the meth-
ods we use to compare results from the selected model
with the model presently used by the USGS (Model S).
We report results of model selection for 548 North
American bird species based on BPIC and comment on
the usefulness of WAIC as a surrogate for BPIC (com-
parisons of results based on BPIC and WAIC are pro-
vided in an appendix). Finally, we compare results from
the selected model with those from Model S.

MODEL SET FOR BBS DATA

Features shared among all models

The models we considered for BBS data are all overdis-
persed Poisson regressions of the form Yijki �P kið Þ
where Yi’s are conditionally independent given their
means, and

log kið Þ ¼ Ci þ Xi þ ei; (1)

here Ci, Xi, and ei are year, observer, and overdispersion
effects, respectively.
Year effects reflect the influence of bird abundance on

counts. No attempt is made to model absolute abun-
dance because of the questionable assumptions needed
to do so (Barker et al. 2018, Link et al. 2018); instead, Ci
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is a measure of relative abundance, a function of param-
eters describing spatial and temporal patterns in bird
populations. In all of the models we consider,
Ci � cs ið Þ;y ið Þ; here, indirect indexes s ið Þ and y ið Þ denote
the stratum and year of the ith observation. Thus year
effects are described by a set of parameters cs;y, modeled
as functions of stratum s and year y.
Observer effects reflect biologically irrelevant varia-

tion in counts related to differences among observers,
and differences within observers through time. In the
models we consider, these include a fixed effect g for an
observer’s first year of service on a route, and a mean-
zero normal random effect xi for each combination of
observer and route. Thus Xi ¼ xo ið Þ þ g f ið Þ; here, o ið Þ
denotes the observer that produced count i and f ið Þ is an
indicator variable for whether count i is the observer’s
first count. Observer effects xo are mean zero normal
random variables with precision (1/variance) sx.
Conditional on the mean parameter k, the mean and

variance of Poisson random variables are identical. BBS
counts are substantially more variable than their means
would indicate, hence overdispersion effects are modeled
through the addition of a mean zero random effect ei in
the linear predictor (Eq. 1).

Slope, difference, and heavy-tailed models

The four models we consider are labeled D, DH, S,
and SH. Model S is a slightly modified version of the
model that has been used for most BBS analyses since
2011 (e.g., Sauer and Link 2011, Sauer et al. 2014).
Labels S (for “slope”), D (for “difference”) and H (for
“heavy tails”) correspond to features of the models,
which we now describe.
The S models (S and SH) assume that year effects cs;y

are conditionally independent and normally distributed
with precision scs ; the precision is allowed to vary among
strata. The expected value of cs;y is

E cs;y
� � ¼ Ss þ bs y� y0ð Þ

here, the intercept Ss is a baseline abundance parameter
for stratum s, bs is a trend parameter, and y0 is a baseline
year to center the regression. Baseline abundance and
trend parameters are allowed to vary by stratum; Ss and
bs are modeled as random effects, across strata. The
“slope” designation for models S and SH relates to the
linear component of the model described. This linear
component is solely a prior expectation, in the absence
of data: actual year effects vary, and the model is capable
of detecting distinctly nonlinear population trajectories.
The D models (D and DH) replace the assumption

that year effects cs;y are conditionally independent, with
the assumption that differences in year effects are condi-
tionally independent. Thus, cs;y is normally distributed
with mean cs;y�1 and precision scs . As with the slope
models, we fix a baseline year y0, and set E cs;y0

� � ¼ Ss,

at the stratum mean. Given that population sizes are
likely to be temporally autocorrelated, the D models pre-
sent an appealing alternative to the S models.
The D models have constant prior expectation, but

like the S model, are capable of detecting distinctly non-
linear population trajectories. With good data, estimated
patterns of population change for S and D models can
be nearly identical (Link and Sauer 2016b). Differences
between fits relate to Bayesian shrinkage: in S models,
year effect estimates are influenced by long term trends,
while in D models, they are more heavily influenced by
values in adjacent years.
In models S and D, extra-Poisson overdispersion

effects ei are assumed to be independent and normally
distributed with precision se. The normal model might
not adequately account for extreme counts. Our experi-
ence is that extreme counts are a regular feature of BBS
data, suggesting the need for a heavy-tailed alternative
to the normal distribution. Thus the H models (SH and
DH) specify a central t distribution for ei in modeling
extra-Poisson variation, in place of a normal distribu-
tion. The t distribution has scale parameter se and
degrees of freedom parameter m. Following Ju�arez and
Steel (2010) we use a Gamma distribution with mean 20
and variance 200 as an objective prior for m. In all four
models, mean parameters are assigned flat normal priors
(mean zero with standard deviation = 1,000), and preci-
sion parameters are assigned vague gamma priors (shape
parameter = rate parameter = 0.001). JAGS code for
MCMC analysis is provided in Appendix S1.

Composite trends

Analyses of BBS data are typically summarized by
estimates of trend and annual indices of abundance,
computed for states, physiographic regions, countries, or
for the entire survey area.
At the stratum level, annual indices produced by the

USGS under model S are based on expected counts in
the region. These are of the form ns;y ¼
expðcs;y þ 1

2 ðrxÞ2 þ 1
2 r�Þ2
� �

, where rx ¼ 1=
ffiffiffiffiffi
sx

p
and

r� ¼ 1=
ffiffiffiffi
se

p
are the standard deviations of the random

effects distributions for observer effects and overdisper-
sion, respectively. These expected counts were derived
under the assumption that the ei’s and xo’s follow nor-
mal distributions (Sauer and Link 2011). For the H
models, these weights must be modified; r� is replaced
by a multiple of the t distribution’s scale parameter.
Details are given in Appendix S2.
Regional trends and annual indices are derived statis-

tics: the models are fit for all data for a species among
the survey strata, statistics are computed at the level of
survey strata and then aggregated among the survey
strata to form regional estimates (e.g., Sauer and Link
2011). Composite annual indices for groups of strata are
area-weighted stratum-level, annual indices. Trend,
defined as an interval-specific estimate of geometric
mean yearly change, is computed as a ratio of annual
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indices for the last and first years of the interval, taken
to the power 1= ylast � yfirstð Þ (i.e., 1 over the length of the
time interval, in yr).

MODEL SELECTION CRITERIA

We begin by describing two model selection criteria,
the BPIC and WAIC. Both will be seen to relate to the
posterior predictive distribution, commonly used in
model checking.
We denote the complete set of BBS counts for a given

species, and associated covariates, by Y ¼
Y1;Y2; . . .;YNð Þ and X ¼ X1;X2; . . .;XNð Þ, respectively.
We assume a model M for the data, in which the obser-
vations Yi are conditionally independent, given X, with
probabilities PrðYijXi;M; hMÞ.
Given a prior distribution for hM, we can compute a

posterior distribution pðhM jD;MÞ, where D ¼ Y;Xð Þ.
Using this, the posterior predictive distribution is calcu-
lated as

ppdðyjX ;D;MÞ ¼
Z

PrðyjX ;M; hMÞpðhM jD;MÞdhM :

The distribution function ppd(yjX ;D;M) predicts the
probability that a new observation Y with covariate X
will take the value y, given that Y is generated by model
M, taking into account the uncertainty associated with
the parameter hM. The posterior predictive distribution
is familiar as the basis of posterior predictive checks,
used in assessing goodness of fit for Bayesian models.
Given a set of models M, we seek the model M 2 M

that is best able to predict new data based on the data at
hand. A good predictive model M based on data D
should produce ppd(yjX ;D;M) that is close to the true
but unknown (data generating) distribution, which we
denote by f ðyjX Þ. Using the Kullback-Liebler divergence
as a measure of closeness, the model M 2 M that is best
in this sense maximizes

wM ¼ Ef ðlogðppdðY jX ;D;MÞÞÞ: (2)

Given a hypothetical new observation ~Y sampled
from f ðyj ~X Þ,

logðppdð ~Y j ~X ;D;MÞÞ

is an unbiased estimate of wM. However, if we evaluate
the log of the posterior predictive distribution at the
value of an observed datum Yi;Xið Þ, the result

logðppdðYijXi;D;MÞÞ (3)

is an overestimate of wM ; this happens because we have
used observation Yi in predicting its own outcome.
Leave-one-out cross-validation (LOOCV) mitigates this
bias by instead computing

BM
i ¼ logðppdðYijXi;D�i;MÞÞ (4)

here, D�i is the data set D, but with observation Yi omit-
ted. The necessity and benefit of LOOCV are illustrated
in Appendix S3. If using MCMC, calculation of Eq. 4 is
accomplished by averaging PrðYijXi;M; hMÞ against
draws of hM from pðhM jD�i;MÞ, then taking the loga-
rithm of the average.
The Bayesian predictive information criterion (BPIC)

is defined as the sum across all observations of Eq. 4,
viz.,

BPIC ¼
XN
i¼1

BM
i ¼

XN
i¼1

logðppdðYijXi;D�i;MÞÞ: (5)

BPIC is regarded as the most reliable option currently
available for selection among hierarchical models (Gel-
man et al. 2014, Link and Sauer 2016b).
Calculating BPIC is computationally intensive. For

each of the N observations, calculating Eq. 4 involves
calculation of pðhM jD�i;MÞ, the posterior distribution
for hM based on the data set D�i. While importance
sampling can be used to obtain samples of
pðhM jD�i;MÞ based on pðhM jD;MÞ, the procedure is
unstable, and it is safest to perform a newMCMC analy-
sis. The computations required are substantial.
For example, the BBS White-winged Dove (Zenaida

asiatica) data set has roughly the median number of
observations, with 7,389, collected on 24 strata. On a
workstation equipped with Xeon E5-2630 v3 processors,
MCMC with chain length 10,000 takes approximately
12 minutes running on a single core. Running 7,389
LOOCV analyses, even taking advantage of multicore
processing on the system’s 16 cores, would take over
3 d. And that’s for a single model. We estimate that the
corresponding analysis for the widespread Mourning
Dove (Zenaida macroura) with 98,372 observations on
158 strata would take something over 3 months.
Computational expense can be reduced by computing

BPIC on a subset of n = N observations (Link and
Sauer 2016b). We chose to conduct approximately
n = 100 analyses per species, rather than the average
N = 18,778 analyses that would have been required for
full computation of BPIC.
The Watanabe/Akaike Information (WAIC) avoids

the use of LOOCV, using Eq. 3 instead of Eq. 4 in esti-
mating wM . A bias correction term is added, so that
WAIC is defined as

WAIC ¼
XN
i¼1

flogðppdðYijXi;D;MÞÞ

� VarpostðPrðYijXi;M; hMÞÞg;
(6)

where Varpost denotes the posterior variance of hM

based on the full data set D. WAIC is asymptotically
equivalent to BPIC (Gelman et al. 2014) and is much
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more easily computed than BPIC, because it requires
only one analysis of the data. We calculated WAIC on
the full sets of N observations, as well as on the subsets
of n observations, to evaluate its use in approximating
BPIC.
The BPIC and WAIC definitions given are totals

across observations, with larger values indicating better
predictive value of the data, based on the data D. Some
authors multiply by �2 to put these criteria on the same
(positive) scale as the Akaike, Bayes, and deviance infor-
mation criteria, in which case smaller values are favored.
The only scaling used in this paper will be by 1=n to treat
the subset BPIC criterion as an estimate of wM. That is,
we will write

�BM ¼ 1
n

Xn
j¼1

logðppdðYij jXij ;D�ij ;MÞÞ; (7)

where i1; i2; . . .inf g is a randomly selected subset of n
indices from 1; 2; . . .;Nf g.

MODEL SELECTION CALCULATIONS FOR BBS DATA

Our goal was to select models for 548 species of birds
surveyed by the BBS, with particular interest in the tra-
jectory component of the models. Our primary tool for
model selection was BPIC, calculated for a subset of
roughly 100 counts per species. The geographic range of
the BBS and the density of routes have increased with
time, meaning that species’ data sets are more heavily
weighted toward recent years (Fig. 1). We chose to sam-
ple two counts per year for each species, so that years
were equally represented in evaluating population trajec-
tories. Variation in the geographical extent of the survey
resulted in different sample sizes, ranging from 34 to
100, with 457 species having n� 96.
For each species and model, we began by running a

Markov chain of length 10,000, saving the final state of
the chain as a burned-in starting value for the subse-
quent n leave-one-out analyses. The n LOO analyses are
readily performed in parallel on computers with multi-
core processors. Having selected n indices i1; i2; . . .; in, the
jth analysis uses the same MCMC code as the full analy-
sis, but with observation ij omitted, and a node calculat-
ing PrðYij jXij ;M; hMÞ monitored for a further 10,000
Markov chain samples. The log of the posterior mean
for this node is the ijth summand in the definition of
BPIC, Eq. 5, which we denote by Bij.
Finally, for each species and model, we performed

one more analysis of the full data set via MCMC (us-
ing the burned-in starting values previously obtained)
in order to compute WAIC values. Memory require-
ments were substantial because of the need to monitor
N nodes, one per observation. We found that chains of
length 2,500 were satisfactory for stable and precise
estimates of the summands of WAIC (Eq. 6); we
denote the ith value by Wi.

ANALYSIS OF SELECTED MODEL

By 1970, the BBS was well established in the contigu-
ous United States and southern Canada. We refer to this
area as the core BBS survey area. For 426 species that
were encountered in this area we present trends for the
interval 1970–2015. Post 1970, BBS routes were estab-
lished in Alaska and parts of Canada outside the core
survey area. In these non-core areas, sporadic data exist
before 1993, and Sauer et al. (2017a) chose 1993 as the
first year when sufficient data existed for analysis of an
additional 122 species not found in the core area. Here,
we present trends from 1993 to 2015 for 122 species
found only in the non-core area.
For the 548 species, we present trend results for Model

S (our base model) and for the selected model based on
the posterior probability that the model is best from the
BPIC hierarchical model. For each model, we present an
estimate of trend (the posterior median), a 95% credible
interval (percentiles 2.5 and 97.5 of the posterior distri-
bution), and the annual index for the midyear. Trend
estimates represent yearly percentage change for the
interval 1970–2015 (for core species) or 1993–2015 (for
non-core species). We also present the number of survey
routes used in the analysis for the species. For these
trend estimates, we summarize differences in results
between model S and the selected model.
If the model selection procedure tends to generally

favor D models or S models, the model selection proce-
dure might result in systematic differences in trends
between results from the default model and selected
model. Prior work has shown that the differences in year
effects parameterizations of D vs. S models can lead to
systematic differences in trends. S models model a slope
parameter, on which year effects are deviations, while
the D models directly model year to year changes.
Because the BBS had very limited data in the early years
of the survey, we expect that these differences between
the models lead to more extreme trends for the S models
(as the trajectory in the early years of the survey is domi-
nated by the slope parameter in the model). We also pre-
dict that D models will be less precise for years with
weak data, for similar reasons, i.e., the slope-based
model is dominated by a slope parameter while the D
models are dominated by poorly estimated year effects.
We used paired t tests to determine whether systematic

differences in trends existed between trend results from
the default model and the selected model at the conti-
nental (survey-wide) scale of summary. We also evalu-
ated whether half-widths of 95% credible intervals of
trend were consistently different between the default and
selected models. We also identify species for which the
95% CIs of trend estimates did not overlap between the
default model and the selected model. Although this cri-
terion is of limited quantitative significance due to lack
of independence, it does highlight species for which the
change in model selected can have large effects on the
trend estimates. For these species, we provide graphs of
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annual indices for default models and the selected mod-
els. We conducted summary analyses separately for core
and non-core species.

RESULTS: MODEL SELECTION

In an earlier paper investigating a set of four models
in application to 20 BBS species (Link et al. 2017) we
noted that the components of WAIC (WM

i ) were poor
surrogates for the components of BPIC (BM

i ). We con-
firmed that observation in the present study, also finding
that model selection by WAIC corresponds only weakly
to model selection using BPIC. Details are included in
Appendix S4. The results presented in this section are
based on BPIC.

BPIC results

Let �BM
s denote the BPIC value based on the subsam-

ple of size n � N for species s ¼ 1; 2; . . .; 548, as defined
at Eq. 7. Ranking models based simply on raw values
�BM
s , model D is ranked as best 141/548 times (25.7%),

model DH 203 times (37%), model S 81 times (14.8%),
and model SH 123 times (22.4%). On the other hand,
model D is ranked as worst 138 times (25.2%), model
DH 70 times (12.8%), model S 213/548 times (38.9%),
and model SH 127 times (23.2%). This quick appraisal
(summarized in Table 1) suggests that across species,
there is a tendency for DH to be favored and S to be dis-
favored.
Associated with each vector F̂s ¼ �BD

s ;
�BDH
s ; �BS

s ;
�BSH
s

� �0
is an estimated covariance matrix R̂s (the sample

covariance matrix for the n sampled values) from which
one can calculate standard errors of differences, such as
�BD
s � �BDH

s

� �
. Using these, we calculate z statistics to test

null hypotheses of equal support for models (see Discus-
sion in Link and Sauer 2016b:1756). Most of the differ-
ences are not precisely estimated, with the result that
relatively few of the model comparisons are significant
at a ¼ 0:05 (274 out of 548� 6, or 8.3%).
Nevertheless, inspection of Table 2 suggests that gen-

eral tendencies emerge in comparisons of models, aggre-
gated across species. The last row of Table 2 (labeled
“Null”) gives the expected frequencies for a sample of
548 normal random variables; these are the expected fre-
quencies under a null hypothesis of no difference in
model fits. For each of the six model comparisons, the
distribution of results is shifted to the right or left rela-
tive to this baseline. Comparisons D vs. DH and S vs.
SH have outcome frequencies shifted to the left, favoring
DH over D, and SH over S. The other four comparisons
have outcome frequencies shifted to the right, favoring
D over S and SH, and DH over SH.

1970 1980 1990 2000 2010

0.0

0.5

1.0

1.5

2.0

Sc
al

ed
 co

un
ts

Year
FIG. 1. Scaled number of counts for the North American Breeding Bird Survey, each point corresponding to a species and a

year. Each number has been scaled by the mean number of counts for the species over years subsequent to the species’ first appear-
ance in the data set. Blue curve is LOESS smooth. Year values have been jittered to prevent overplotting.

TABLE 1. Rank frequencies (freq; based on sampled Bayesian
predicted information criterion [BPIC] values) across species.

Rank
D DH S SH

Freq % Freq % Freq % Freq %
Best 141 25.7 203 37.0 81 14.8 123 22.4
Worst 138 25.2 70 12.8 213 38.9 127 23.2

Article e02137; page 6 WILLIAMA. LINK ETAL.
Ecological Applications

Vol. 30, No. 6



These results are consistent with an ordering
DH > D > SH > S of general tendencies in preferences
among models (here “[ ” means “has better predictive
value than”). Heavy-tailed models and difference models
are preferred, and of the two innovations, difference
models offer the greater gain.
We will say that model M1 is favored over model M2 if

the z statistic is greater than 1:96. There are only three
species for which DH is favored overall, and only one
where D is favored overall. S and SH are never favored
overall.
For 33 species, model D or DH is favored over both

S and SH. Of these, there is no clear preference for D
or DH in 29 cases, with DH being favored over D in
three cases, and D over DH in 1. On the other hand,
there are only three species for which S or SH is favored
over both D and DH; in none of these is either S or SH
favored.
For 15 species, heavy-tailed models DH or SH are

favored over the non-heavy-tailed alternatives D and S.
For three of these, DH is favored over SH; in none is SH
favored over DH. On the other hand, there are only
three species for which D or S is favored over both DH
and SH. D is preferred over S in one of these; neither S
nor D is favored in the others.

Species treated as replicates in hierarchical model for
BPIC

The components BM
i of BPIC vary among models and

among observations Yi. The variance among observa-
tions is considerably larger than the variance among
models: for the 548 data sets, the median ratio of these
variances was 256.6, and 95% exceeded 44.4. Conse-
quently, our subsampling of n � N LOO calculations
introduced noise to the estimation of wM.
Nevertheless, general tendencies toward favoring cer-

tain models emerged, across species. First difference
models D and DH tended to be favored over models S
and SH, and heavy-tailed models DH and SH tended to
be favored over D and S. These general tendencies are
reasonably interpreted as reflecting fundamental differ-
ences in the fit of the models and are appropriately eval-
uated using a hierarchical model. Hierarchical modeling
also enhances model selection for individual species by

considering them collectively, “borrowing strength from
the ensemble” (Morris 1983, Louis 1984).
For species s, let D̂s ¼ CF̂s, where C is the 3� 4 con-

trast matrix

C ¼
1 �1 0 0
0 �1 1 0
0 �1 0 1

2
4

3
5:

That is, D̂s ¼ �BD
s � �BDH

s ; �BS
s � �BDH

s ; �BSH
s � �BDH

s

� �0
. We

treat D̂s as having a trivariate normal distribution with
mean vector Ds and known covariance matrix
Vs ¼ CR̂sC0. We assume a trivariate normal distribution
for the means, i.e., Ds �N 3 l;Wð Þ, assign a flat normal
prior to l, and a vague inverse Wishart prior to W (3
degrees of freedom, with 3� 3 identity matrix as the
scale matrix). We analyzed this hierarchical model for
BPIC values, obtaining posterior distributions for Ds

given the complete collection of estimates,
D̂� ¼ D̂1; D̂2; . . .; D̂548

� �0
as data.

The latent vector Ds consists of differences
wD
s � wDH

s ;wS
s � wDH

s and wSH
s � wDH

s , with wM defined
at Eq. 2 and subscript s added for species. Recalling
that larger values of wM indicate better expected predic-
tive value for the combination of data and model,
Ds;1 [ 0 means that model D is to be preferred over
model DH, Ds;2 [ 0 means that model S is preferred
over model DH, and Ds;3 [ 0 means that model SH is
preferred over model D. The four models can be ranked
based on Ds; for example, Ds ¼ �1:2; 3:8;�2:5ð Þ implies
the ordering S > DH > D > SH. Thus we obtained val-
ues pMs ¼ PrðM is best for sjD̂�Þ and qMs ¼ PrðM is
worst for sjD̂�Þ. Results are summarized in Table 3 and
Fig. 2; results by species are given in Data S1: Table of
Trend Results 1970–2015.csv.

RESULTS: SELECTED MODEL VS. TRADITIONAL MODEL

Results for the 548 species are presented in Data S1:
Table of Trend Results 1970–2015.csv. We note that four
species had Model S as the preferred model, and we
include those results in summary statistics. These species
cover a large array of sampling and life history situa-
tions, varying in samples from 3 to 4,423 routes (me-
dian = 341), and in estimated abundance from 0.003 to

TABLE 2. Paired z test statistics for BPIC differences.

Model \� 1:96 [�1:96; 0Þ 0; 1:96½ Þ � 1:96 Mean SD

D vs. DH 21 315 203 9 �0.28 1.03
D vs. S 6 205 289 48 0.37 1.13
D vs. SH 17 240 263 28 0.07 1.12
DH vs. S 5 176 314 53 0.51 1.06
DH vs. SH 4 196 309 39 0.39 1.08
S vs. SH 36 299 205 8 �0.32 1.09
Null 14 260 260 14 0 1.00

Notes: Labels S (for “slope”), D (for “difference”) and H (for “heavy tails”) describe features of the models. Models are described
in Model set for BBS data: Slope, difference, and heavy-tailed models.
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20,073 (median = 48.9). Because D models were selected
for the majority of species, we expected to see systematic
differences in results between the default and selected
models.
For 426 core species with trends estimated for 1970–

2015, we see no consistent differences between trends
from the default model and the selected model (mean
difference, default – selected = 0.04%/yr, 95% CI
�0:073; 0:016); for the 122 non-core species, trends from
the default models were consistently higher (mean differ-
ence = 0.99%/yr, 95% CI 0.024, 1.740) presumably
reflecting the effects of the differences between S and D
models in regions with limited data.
Comparisons of half-widths of credible intervals indi-

cated that trends tended to be less precise in the selected
model than in the default model for the core species
results (mean difference = �0:40, 95% CI
�0:558;�0:236), but for the non-core species results the
half-widths of the CIs were greater for the default model
than for the selected models (mean difference = 2.96,
95% CI 2.180, 3.733).
Eighteen of the core species had annual indices for

which the 95% CIs under the default and selected mod-
els did not overlap. We present the annual indices for
these species in Appendix S5.

DISCUSSION

Choosing among alternative statistical models for
analysis of BBS data is an important means of advanc-
ing our understanding of population change in North
American birds.
BBS analyses have the dual role of controlling for fac-

tors that influence counts (e.g., observer effects) and
modeling population change. Fortuitously, advances in
statistical modeling and scientific computing have pro-
vided a means for reasonable analyses; controlling for
observer effects and modeling population change at the
continental scale can be accomplished with hierarchical
models (Sauer et al 2017b). But this modeling has a cost:
choice of appropriate models is complicated by the size of
the data set, the unruly distributional nature of the data,
the complexity of the models, and the temporal and spa-
tial extent of the survey. Leave-one-out cross-validation
provides a reasonable approach for model selection, and
the BPIC statistic, as an observation-based metric of fit,
provides greats flexibility for evaluating temporal and
spatial patterns of model fit. The challenge has been to

apply the approach in a computationally feasible manner
to the 548 BBS species for which analyses are conducted.
Here, we have sampled observations for BPIC in a tempo-
rally balanced design to assess model fit for a model set
that contrasts two alternative parameterizations of year
effects and two overdispersion distributions, and applied
a hierarchical model to the model selection results to
compute posterior probabilities that models are best, by
species. Results suggest that models that use the D year
effects parameterization and t-distribution-based
overdispersion are favored for most species. The superior-
ity of the D models and t-distribution-based overdisper-
sion conformed to our expectations on biological
grounds, as noted in our description of the models.
Our results begin with simple comparisons of sampled

BPIC values, then follow with statistical tests comparing
fits between models, ending with a hierarchical model
that allows us to obtain posterior probabilities that each
model is best for a given species. Each successive refine-
ment of analysis enhanced the view of DH and D as the
top-ranked models. Based on these results, it seems sen-
sible to abandon the S model as our default model as it
has the highest posterior probability of being the worst
model for 524 species and the highest posterior probabil-
ity of being the best model for only four species. Model
DH seems a much better candidate as a default model,
with highest posterior probability of being the worst and
best model for 0 and 458 species, respectively.
A concern with use of BPIC is the challenge to fully

implement it for most BBS species. Our subsample analy-
sis, based on n � N observations, was necessitated by the
computational burden of computing values BM

i (Eq. 4),
the components of BPIC. As it turns out, the variation in
BM
i across models is small relative to the variation across

observationYi. Sampling a larger portion of the observa-
tions would clearly lead to increased power of statistical
tests among models and also provide more species-speci-
fic information to inform the hierarchical modeling. For
species where estimates of population change differ
among models, it would seem prudent to conduct larger
sampling of observations to better estimate total BPIC.
The numbers of BBS counts have changed over time,

as has the spatial extent of the survey. These features of
the BBS need to be accommodated in model selection.
In the interest of optimizing selection of temporal pat-
tern, we chose to balance years in our sampling of
BPICs. We suspect that if we had not included the tem-
poral balancing of sampling, the S models would have
been more favored, as presumably a completely random
sample of observations would have placed greater
emphasis on years in the middle and later years where
more routes were sampled.
Larger samples of BPIC components BM

i would be
useful in evaluating model fit in specific areas and peri-
ods of interest. For example, species such as Barn Swal-
low (Hirundo rustica) show large differences in
population trajectories in the early years of the survey
(Appendix S5) between S and D models, and additional

TABLE 3. Posterior probabilities that model is best (pMs ) or
worst (qMs ), summarized across species.

Parameter D DH S SH

Highest pMs 53 458 4 33
Mean pMs 27% 51.5% 4.6% 17%
Highest qMs 13 0 524 11
Mean qMs 11.5% 4.1% 69.9% 14.6%
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evidence of the superiority of a D model for these years
could be provided by sampling additional observations
from these years. Barn Swallows also show striking
regional differences in population trajectories, with
increases in the southern United States countered by
strong declines in the central and northern United States
and Canada (Sauer et al. 2017a). For this species, it
would be of great interest to evaluate both spatial and
temporal patterns of model fit by mapping observation-
specific values of BM

i .
WAIC offers a potential solution to these concerns

about small sample sizes, as it is easily computed for all
observations. Unfortunately, results presented here con-
firm concerns about WAIC as a poor surrogate for
BPIC. Matched against the yardstick of BPIC, WAIC
results appear to be somewhat better than chance, but
only match the BPIC rankings 21% of the time. In par-
ticular, the differential bias in WAIC with magnitude of
BPIC further limits the value of WAIC in evaluating
temporal and spatial patterns of model fit.
The BPIC values presented here have informed our

determination of the relative merits of the models in our
model set, but were computed at significant cost in terms
of computational effort, data storage, and personnel
time. Hopefully, they also have some value in helping to
design future model selection activities with different
model sets. In the short term, for studies that propose
alternative models (such as semiparametric smooths to
model year effects, or the value of covariates to examine
phenology effects on counts) it would be possible to use
the data structure of years and sampled observations
from the current study and estimate BPIC components
BM
i for the new models, based on the same samples of

observations. BPIC for the new models could then be
compared directly with the existing data.
Model selection within the model set described here

allows for two generalizationswith regard to model struc-
ture: (1) the D models, in which year effects are defined in
terms of changes from adjacent years, seems generally

preferable to the S models, in which year effects are
defined as deviations from a consistent underlying slope
parameter, and (2) the models that allow for t-distributed
overdispersion are generally to be preferred over models
that allow for normally distributed overdispersion. How-
ever, empirical results indicate that choice of model does
not result in dramatically different views of population
change within species. This is comforting, as a strong
dependence on models (that are admittedly sometimes
difficult to discriminate using our model selection tools)
tends to undermine the credibility of results. Also, the dis-
tinction between D and S models can be thought of as a
difference in process priors for model trajectories. For
almost all species the large sample sizes appear adequate
for the data to overwhelm the prior.
However, as illustrated by our evaluation of species

with non-overlapping credible intervals of selected and
default trend estimates, differences tend to occur when a
pair of conditions exists: (1) the species is undergoing
dramatic and consistent population changes, and (2) the
species has very limited data in the early years of the sur-
vey. This combination of circumstances leads to cases in
which the slope parameter in the S models is the domi-
nant expression of population change and the year
effects are poorly estimated. In periods with limited
data, predictions of annual indices based on the slope
parameter are not particularly informative as they only
lead to a linear (on a log scale) prediction of change. On
the other hand, the D model does not have the con-
straint of a consistent prediction of change but instead
only predicts change based on the information in the
interval and a prior expectation of no change. Thus, the
absence of information in the S model predicts the yearly
change based on the prior defined by the slope parame-
ter while the D model has a prior expectation of zero
change.
The preeminence of the H models also conforms to

our expectations regarding the BBS data set. In our
experience, BBS data tend to have many extreme
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FIG. 2. Smoothed density of posterior probability model is best (left panel, pMs ) and worst (right panel, qMs ) across 548 BBS spe-
cies, for models M = D (black), DH (red), S (blue), and SH (brown). Labels S (for “slope”), D (for “difference”) and H (for “heavy
tails”) describe features of the models. Models are described in Model set for BBS data: Slope, difference, and heavy-tailed models.
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observations. These extreme observations lead to lack of
fit; the t distributions modeling overdispersion in the H
models accommodate these extreme observations. The H
models introduce a complication in that the mathemati-
cal expectation of an exponentiated t value is infinite. In
previous implementations of models S and D, the
expected count has been used as an index of abundance.
However, for heavy-tailed overdispersion models (SH
and DH) an alternative characterization of a typical
count is needed (Appendix S2).
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